


IS Correlation?

al method or a statistical
neasures the degree of
O Or more variables.



DEFINITION

L.R.Connor,”” When two or more
In sympathy so that movements
e accompanied by

ents in the others ,then
are said to be correlated.”

ding to Ya Lun Chow ,”” Correlation
sis attempts to determine the degree of
ionship between variables.”.

= According to W.L.King,” Correlation means
- that between two series or groups of data ,there
exists some casual connection,”



MPORTANCE OF CORRELATION

 Correlation shows the direction
| lationship between the

s helped the formation of
oncept in economic theory.

very helpful in understanding economic
aviour . This is helpful in studying factors
hich economic events are affected.

y of correlation reduces the range of
uncertainties in matter of prediction.

h- Helpful in investigation and research.
= Itis also helpful in policy formulation.



ANDS OF CORRELATION

ative Correlation
ar Correlation

> Multiple and Partial Correlation
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Kinds of Correlation
e and Negative Correlation.

he other also decreases, the correlation
etween the two is positive .For example, Price and supply of a




lationship between pr1ce and demand of a
ymmodity.




Kinds of Correlation
inear and Non-Linear Correlation

elation:If the ratio of change

oftween two variables is uniform ,it is called
Linear Correlation.If the changes are plotted
a graph paper ,their relationship will be
ndicated by a straight line

ample:.
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Kinds of Correlation
A1 and Non-Linear Correlation

_orrelation :If the ratio of change
ariables is not uniform,It is

lled Non-Linear Correlation.If these changes
e plotted on a graph paper ,they will not

'm a straight line but a curve.

xample:



Kinds of Correlation :Simple,Multiple
and Partial Correlation

tion: Relationship between two variables is
Correlation.For example ,relationship
emand of a commodity.

Itiple Correlatic en the relationship among three or
e than three variables is studied simultaneously, it is

d Multiple Correlation.For example, agricultural

ction depends on rainfall, amount of mannures,seeds
his will be called Multiple Correlation.

al Correlation: Relationship between two variables is

lished keeping other variables constant. For example, If

we study the relationship between degree of rainfall and

agricultural production assuming amount of fertilizers,
%ualit of seeds as constant ,it will be known as Partial

. orrelation.




ate degree of Correlation
ree of Correlation



REE OF CORRELATION:PERFECT
CORRELATION

relation refers to the Coefficient of
re may be following types of
ive Correlation:

erfect Correla When two variables change
e same proportion. It may be of two kinds:

rfect Positive :When proportional change in
ariables is in the same d]i)rection, it is called
ect Positive Correlation .In this case coefficient
relation(r)=+1
= (b)Perfect Negative :When proportional change in

- two variables is in opposite direction ,it is called
perfect negative correlation. In this case, coefficient
of correlation(r)= -1




) efficient of correlation(r)=0.



OF CORRELATION:LIMITED
CORRELATION

ation : Between perfect correlation and no
is a situation of limited degree of

ase the coefficient of correlation (r) is
5 than one ,i.e. r>0 but <1.

ere are three types of limited degree of correlation:

gh Correlation :When Correlation between two series
se to one, it is called high degree of correlation. In this
alue of r lies between+0.75and+1.

oderate Correlation :When Correlation between two
is neither large nor small, it is called Moderate degree

elation .In this case value of r lies
+0.25and+0.75.

‘B (c)Low Correlation :When the Correlation coefficient
between two series is very small, it is called Low degree
Correlation. In this case value of r lies between Oand+0.25.




Perfect
High
Moderate

Low

Zero

DE

REE OF CORRELATION

+1 -1
Between +0.75and+1 Between -0.75and -1
Between +0.25and+0.75  Between -0.25 and -0.75

Between Oand+0.25 Between Oand -0.25

0 0



VIETHODS OF STUDYING
SORKKRELATION:VARIOUS METHODS

[AGRAM

'S COEFFICIENT OF
JNI\IT ATION

FFICIENT OF CORRELATION BY RANK
ERENCES

ICIENT OF CONCURRENT
- DEVIATION

s REGRESSION LINES AND REGRESSION
- COEFFICIENT



o

METHODS OF STUDYING
PATIONISCAT TER DIAGRAM METHOD

Jiagram Method :The existence of

etween variables can be shown

, eans of a Scatter diagram. It

obtained by plotting value on a graph paper

1e chart is prepared by measuring X-

riable on horizontal axis and the Y-variable

on vertical axis and all the observations are

&, plotted on a graph . The cluster points ,so
obtained on graph paper is called the Scatter
diagram or dot diagram.



METHODS OF STUDYING
SORRELATION:SCATTER DIAGRAM

> the points we can know the degree
of Correlation.

rend of the dotted points is Upward, rising
eft bottom and going up towards the right
Correlation is positive. On the other hand ,If
dotted point show a downward trend from the
op to the right bottom ,correlation is negative.

1e ]]olotted point do not show any trend ,the two
ibles are not correlated.

- @ Closeness of dots towards each other in a
particular direction indicating higher degree of
correlation.



METHODS OF STUDYING

GORRELATION:SCATTER DIAGRAM

>OSITIVE

CORRELATION

If all the points lies on a straight
line rising from the lower left
and corner to the upper right
hand corner. In this case ,r=+1

PERFECT NEGATIVE
CORRELATION

If all the points lie on a straight line falling
from the upper left corner to the lower
right hand corner of the diagram. In this
case,r=-1




METHODS OF STUDYING
IRRELATION:SCATTER DIAGRAM

IE THE PLOTTED POINTS ARE VERY
CLOSE TO EACH OTHER IT SHOWS
HIGH DEGREE CORRELATION

2gree of positive = High degree of negative
ation correlation

Positive correlatio Negative correlation



METHODS OF STUDYING
BORRELCATION:SCATTER DIAGRAM

athe plotted points are not very close to each other
show some upward or downward bend, there is
a low degree of correlation

LOW DEGREE NEGATIVE
CORRELATION

Low Degree of
Negative Correlation

Low Degree of
Positive Correlation




METHODS OF STUDYING
ORRELATION:SCATTER DIAGRAM

RRELATION
CORRELATION NO CORRELATION

No Correlation

If scatter diagram
oes not have any
trend line and all the
oints in the

lagram are highly
scattered, it
indicates No
Correlation.




LISTAND DEMERITS OF SCATTER
. DIAGRAM

SCATTER DIAGRAM:
on mathematical method of

not affected by extreme values.
MERITS OF SCATTER DIAGRAM:

= The exact degree of correlation can not be obtained
from it.

= It gives only an approximate idea of relationship.



KARL PEARSON’S COEFFICIENT
OF CORRELATION

ical method for measuring the linear
een the variable X and Y was

2d by the great biologist and statistician
earson.

S mgthod is also c >d Product Moment
od.

ording to Karl Pearson ,coefficient of
elation(written as r)of two variables is

of; ined by dividing the total of the products
by the corresponding deviation of the various
items of two series from their respective means by
the product of their standard deviation and the
number of pairs of observation.

il;‘ )




oy=Standard deviation of Y series.
N= No. of observations.



SALGCUIATION OF CORRELATION
SOEHHICIENT:DIRECT METHOD

srsion of Karl Pearson's formula

r=Coefficient of Correlation.
) =Deviation of value X from mean
Y)= Deviation of value Y from mean



DIRECT METHOD

ate arithmetic mean of X and Y series
on of observation in X-series

1 denote it by .

late square of deviation in both series and
heir aggregate.i.e.y, x* and Y, y*.

‘ oly the corresponding deviation of the X and
es to obtain ); xy .

%Xy
VI x%x 3 y?

@ Apply the formula: r=



INDIRECTTMETHOD OR ASSUMED
MEAN METHOD

Sdxdy - E40) ; (Zdy)

’ de‘z - (de)2 X zdy2 _ (ZdY)2
N

Here, N

dx = Deviation of X series from the assumed mean = (X — A)
dy = Deviation of Y series from the assumed mean = (Y-A)
Ldxdy = Sum of the multiple of dx and dy
Zdx? = Sum of square of dx
Zdy? = Sum of square of dy
Ydx = Sum of deviation of X series

dy = Sum of deviation of Y series

N = Total number of items,



NDPIRECITTMETHOD OR ASSUMED
. MEAN METHOD

alue in X and Y series is taken as
ean Ax and Ay.

the help of assumed mean of both the series
ion of the values of individual variable,i.e.,
Ax)and dy (Y-Ay) are calculated.

dx and Y dy are found by adding the deviations.

~ 4.Deviations of the two series are multiplied ,as
dx.dy,and the multiples added up to obtain ), dxdy.



INDIRECITTMETHOD OR ASSUMED
MEAN METHOD

5. Squares of the deviations dx? and dy? are
- added up to find out Y dx* and ), dy*

Finally ,Coetficient of Correlation is calculated
1sing the formula

Sdxdy - ZdX) ; (Zdy)

r-----—-—-—---

, 2 2
Fdx® Zex) X [Zdy” - (2dy)
N N



P DEVIATION METHOD

1 FORMULA:
sy - X)X 4

NP o)
"2 "2
de'g_():_d_x_)_x dy'2-£2di)

N N



YEVIATION METHOD

n X and Y series is taken as assumed

e help of assumed mean of both the series ,deviation of
5 of individual variable,i.e., dx(X-Ax)and dy(Y-Ay) are

vide dx and dy by some common factor as

d [ ] [ ] [ ]
. 2. here C is common factor for series X and series Y
nd dy” are step deviations.

4.Deviations of the two series are ,as dx’x dy’ ,and the multiples
added up to obtain ), dx'dy’.



=P DEVIATION METHOD

: es of the deviations dx'*and
dy'* are added up to find out Y, dx'?
and Y. dy'?

- 6.finally,apply the formula

sdx'dy’ - (Zdx) X (2dy)

r =

\N
Tdx’)? )2
Jrdx ¢ ;) X dy'2—(2?\1y)




“RTIES OF COEFFICIENT OF
. CORRELATION

value of r indicates an inverse relationship
een variables and if r ist+ve,the two variables
in the same direction .

=+1,The correlation is perfect positive
,The correlation is perfect negative.

@ The coefficient of correlation is not affected by
change of scale or origin.



SROBABLE ERROR OF THE COEFFICIENT OF
BORRELATION'AND ITS INTERPRETATION.

 used to test the reliability of Karl Pearson’s correlation

1—r2
VN
ient of correlation and n for the no. of pairs

6745 X

ble Error is used to interpret the value of the correlation coefficient.

he value of r is less than the P.E. there is no evidence of

e value of r is more than six times of P.E. it is significant

adding and subtracting the value of P.E. from the coefficient of
correlation we get respectively the upper and lower limit within which
oefficient of correlation in the population can be expected to lie.

- *P.E. as a measure of interpreting coefficient of correlation should
be used only when the n s large.

* P.E. as a measure of interpreting coefficient of correlation should
be used only when a sample study is being made and the sample is unbiased
and representative.



VIiE 3Ul'3 ND DEMERITS OF KARL
PEARSON'S COEFFICIENT OF
CORRELATION

lar method.

q L]

\_/

surement of degree and direction

aneously.
ITS:

et influence of extreme values.

ation process is long and time consuming.
5 Possibility of wrong interpretation.

5 Assumption of Linear relationship between the
variables.

e




METHODS OF STUDYING
I ON {COEFFICIENT OF CORRELATION BY
RANK DIFFERENCES

younded by the British psychologist, Charles Edward
)04 to calculate coefficient of correlation of

e quantitative measurement is not possible. For

] onesty ,intelligence, beauty,leadership etc.
atively but these variak an be assigned ranks. These ranks are
he calculation of coefficient of Correlation under Rank Correlation
f ranks of X series are denoted as R1 ,ranks of Y series is denoted

1 the difference between R1 and R2 is denoted by D then we can
nk Correlation with the help of formula

R=1 6 D2

T Nwz-1)
Here, R=Rank Coefficient of Correlation ,); D*=The total of squares of
- differences of corresponding ranks.N= Number of pairs of observation.
@ Asin case of 1, -1<R<+1.

2. D Or the sum of the differences between R1 and R2 is always equal to
zero.




METHODS OF STUDYING
CORRELATION:COEFFICIENT OF
GORRELATION BY RANK DIFFERENCES

AL RANKS ARE GIVEN :

oute the ¢

e them by D _
pute D?and total them to get ), D*.
oly the formula:

ence of ranks (R1-R2) and

6y D2

R=1_N(N2—1)




METHODS OF STUDYING
CORRELCATION:COEFFICIENT OF
ARELATION BY RANK DIFFERENCES

ompute the difference of ranks (R1-R2)
ote them by D

pute D?and total them to get Y D?.
7 the formula:

6y D2

O R=1_N(N2—1)




METHODS OF STUDYING
CORRELATION:COEFFICIENT OF
GORRELATION BY RANK DIFFERENCES

equal:

ore items have equal values in a series,
determining the rank arises. In this
(Average of the ranks )are

e. In order to avoid the

. d CO
gned to each equal
oility of error, Formu

| > D2+%(m13 —m1)+%(m23—m2)+ ]

ER\ 1

d for the calculation of rank correlation in such
situation. The correction factor - zm is added to the value
of3 Y. D“ Here m =no. of items which have common ranks.
m>—Im

is added as many times as the number of such groups
having equal ranks.




MERITS AND DEMERITS OF
SOEFFICIENT OF CORRELATION BY
RANK DIFFERENCES

easier as compared to Karl

s method can be used as a measure of degree of
iation between qualitative variables.

ITS:

ethod is not suitable for calculating
coefficient of correlation of grouped frequency
distribution.

a1 If the no. of items are large , this method becomes
- difficult and unsuitable.







